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Abstract. We study the exact fluctuating hydrodynamics of the scaled Light-Heavy model (sLH),
in which two species of particles (light and heavy) interact with a fluctuating surface. This model
is similar in definition to the unscaled Light-Heavy model (uLH), except it uses rates scaled with
the system size. The consequence, it turns out, is a phase diagram that differs from that of the
unscaled model. We derive the fluctuating hydrodynamics for this model using an action formalism
involving the construction of path integrals for the probability of different states that give the
complete macroscopic picture starting from the microscopic one. This is then used to obtain the
two-point steady-state (static) correlation functions between fluctuations in the two density fields
in the homogeneous phase. We show that these theoretical results match well with microscopic
simulations away from the critical line. We derive an exponentially decaying form for the two-
point steady-state correlation function with a correlation length that diverges as the critical line is
approached. Finally, we also compute the dynamic correlations in the homogeneous phase and use
them to determine the relaxation dynamics as well as the dynamic exponents of the system.
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1. Introduction

Interacting non-equilibrium systems have been known to present a host of interesting
phenomena, such as coarsening, phase separation and dynamical arrest, all of which
find relevance in diverse fields such as physics and biology [1, 2]. Archetypical of this
are driven granular materials [4], turbulent mixtures [3], constrained systems at low
temperatures [5], as well as soft matter and biological systems. Although the most general
hardcore particle systems known to display glassy dynamics leading up to phase separation
are hard to characterize theoretically, one can still gauge much information from simple
models of confined particles on the lattice. In the thermodynamic limit, hydrodynamic
laws can describe lattice models — this works by transitioning from the microscopic to
the macroscopic level by suitable rescaling of time and space. The rescaling results from
many particles and microscopic units of length getting squeezed into a single macroscopic
unit. Similarly, many elementary events across multiple microscopic intervals are added,
giving us an eventually blurred macroscopic picture.

In recent years, there has been much progress in developing hydrodynamic equations
for systems that exhibit stochastic dynamics [6]. However, systems with interactions do
pose some challenges. Hardcore interactions, for example, are known to produce dynamic
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correlations [7]. A workaround for this complexity is fortunately possible, since even with
hardcore interactions, steady states are simple to characterize. Consequently, one can
easily arrive at the hydrodynamics of these systems by scaling the steady-state particle
current. These models in which the rates are rescaled in a particular way are amenable to
an exact hydrodynamic description. The ABC model, for example, has been studied in
both the unscaled limits (uABC) [8] and the scaled (sABC) [9] limits and solved exactly in
the latter, where a phase transition was observed. Both limits of the Light-Heavy model,
which we will be dealing with, have also been analyzed, with the studies primarily focused
on the unscaled limit (uLH) [10, 11, 12, 13, 14, 15, 16, 17, 18]. In this paper, we will be
focusing on the scaled regime, which we shall refer to as the scaled Light-Heavy (sLH)
model.

The primary difference in the behavior of the scaled and unscaled models is due to
the microscopic dominance of diffusion in the former. As diffusion dominates on a local
scale in such systems, this allows one to neglect correlations on lengthscales beyond a
single coarse-graining box. However, the bias becomes relevant at large length scales, and
therefore is a crucial parameter in the description of such systems at the hydrodynamic
scale [6, 19]. Consequently, working with scaled models enables an exact formulation of
hydrodynamics for such systems. The deterministic nature of hydrodynamics is lost due
to fluctuations that are present in finite-sized systems. To take this into account, one
must explicitly include the fluctuation terms in equations describing such systems; these
modified equations with added noise terms then describe the fluctuating hydrodynamics
of the system. In the scaled models under consideration, the correlations between these
fluctuations are purely diffusive in nature. Techniques, such as the Doi-Peliti method,
allow one to derive the exact form of fluctuating hydrodynamics starting from the
microscopic description in several of these models. Recently, Agranov et al. analyzed
the steady-state properties of a lattice gas model of active particles using the fluctuating
hydrodynamic framework [20]. This Active Lattice Gas (ALG) model, defined on a 1D
ring lattice, has particles of the Ising variety moving under the effect of three processes:
diffusion, bias, and tumbling, or stochastic switching between different directions of
motion. Since the rates of these processes are suitably scaled, analytic expressions for the
static and dynamic correlations can be derived for this model by considering fluctuations
in density up to linear order about the homogeneous steady-state [20].

The scaled Light-Heavy model (sLH) resembles the active lattice gas model in
the hydrodynamic limit (except for a non-linear noise term and the nature of noise
correlations) and yet remains distinct when examined at the microscopic level. The
Light-Heavy model was first introduced by Lahiri and Ramaswamy in the unscaled regime
(uLH) in [10] and was explored in detail in [11, 12, 13, 14, 15]. It consists of hard-core
particles that interact with a fluctuating surface, following coupled dynamics governed by
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the rules illustrated in Figure 2a. Although initially introduced to study instabilities in
sedimentation [21], the model finds relevance in more general systems that exhibit coupled
dynamics. For example, proteins and lipids on cell membranes cluster due to fluctuations
in the cell membrane [22, 23]. Passive models for such a system display dynamic cluster
formation and disintegration [24]. Recent experiments [25, 26] show proteins and lipids
influence the membrane, affecting clustering in ways passive models miss, highlighting the
need for coupled systems like the LH model.

Particles and surface units, both described by Ising variables, exhibit coupled
dynamics leading to diffusive motion of the constituents with a fluctuating bias, and
this two-way coupling determines the kind of organization that will emerge. This results
in a rich phase diagram with multiple phases. When considering the hydrodynamic limit,
the scaling of the bias parameters with system size results in nontrivial diffusive scaling,
shifting the model to a new class with a phase diagram that is distinct from the unscaled
version. The detailed characterization of the dynamic and static properties of the different
ordered and disordered phases in the uLH model was carried out in [17, 27], with Ref. [27]
also exploring a phase transition observed in the sLH model. In this work, we focus on
the disordered phase of the scaled model. Specifically, we are interested in the validity
of a hydrodynamic description as well as the correlation between density fluctuations of
the different fields in the homogeneous state. In this region of the phase diagram, we
find that the model is characterized by a length scale, which grows as the critical point
is approached, indicating emerging collective behavior. We predict that the correlation
length specifically displays a square-root divergence with respect to the distance to the
critical point. We also perform Monte Carlo simulations on this model, and verify our
theoretical predictions.

The outline of this paper is as follows: in Section 2, we describe the scaled and
unscaled models and recall their hydrodynamics, which was derived in Ref. [27]. In
Section 3, we obtain the fluctuating hydrodynamics for the scaled model, which we
derive using a path integral formulation. Section 4 describes our results, the analytically
computed two-point correlation for different density fields. We validate our theoretical
results using numerical simulations of the lattice model. Section 5 discusses a phase
transition in the scaled model. Finally, in Section 6, we conclude and provide directions
for further research.

2. The model and its noiseless hydrodynamics

The Light-Heavy (LH) model is a lattice system of particles and tilts with coupled
dynamics. In this model, the two species occupy separate sublattices, each allowed to
take up one of two states, as shown in Figure 1. Here, we consider a one-dimensional
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system. Particles can be either heavy or light, while tilts can have up or down slopes.
Using variables σ and τ , label the two species with locations indexed by j; for example,
we have chosen the following convention here.

σj =

 −1 Light ◦
+1 Heavy •

τj+ 1
2

=

 −1 Up /

+1 Down \

The system is assumed to have periodic boundary conditions. Consequently, the average
slope is 0. Additionally, each sublattice has an even number of sites.

The model exhibits coupled dynamics. The local particle configurations influence the
tilt dynamics and vice versa. The system can therefore be thought of as a collection of
particles on an uneven surface, which causes the particles to move while also being pushed
down or pulled up by the particle between two successive tilts. The exact rates of local
updates are dictated by the parameters a, b, and b′ and are given in Figure 2a. Rules
(i) and (ii) explain how the surface influences particles, resulting in particle exchanges
between neighboring sites at rates D ± a (where D is the diffusive rate and a is the bias
rate). In contrast, rules (iii) and (iv) describe particle interactions with the surface at
rates E ± b and F ± b′ (where E, F are the diffusive rates and b, b′ are the bias rates). We
categorize the regime of unscaled bias rates (a, b, b′ ∼ O(1)) as the unscaled Light-Heavy
(uLH) model, while scaled bias rates (a, b, b′ ∼ O(1/L)) constitute the scaled Light-Heavy
(sLH) model. Monte Carlo simulations of this model are performed by randomly choosing
a particle and a tilt in every microscopic time step (t, t + ∆t), and allowing them to evolve
based on the transition probabilities set by the tilts or particles that are on either side.
We allow for as many microscopic steps as the size of the system so that every particle
and tilt are on average updated at each time step.

The Light-Heavy model has been studied in both the unscaled (uLH) and scaled
(sLH) regimes. In the former, the bias rates are of O(1) while in the latter, they are of
O(1/L). The coupled dynamics in the system leads to multiple steady states that occupy
different regions of the 3D parametric space constructed of a, b, and b′ in uLH [16].
Figure 2b shows a 2D subspace of this 3D region, where a is set to be greater than zero,
or in other words, the particles move as if under the effect of the gravitational field, with
heavier ones wanting to move downhill, and the lighter ones - uphill. The consequent
steady states in the system include three types of ordered states, a disordered state, and
a special state characterized by Fluctuation-Dominated Phase Ordering (FDPO) which
separates the ordered and disordered phases. Illustrations of these different phases can
be found in [14]. All the ordered states show strong clustering of like particles, i.e., they
form a single macroscopic cluster which is capped by an interfacial region of the size of a
few lattice spacings, and differ from each other in the extent of ordering in the tilts.

5



Figure 1: A schematic of a configuration of the Light-Heavy model. Light particles (◦)
and heavy particles (•) are placed at integer sites j on a lattice, while up tilts (/) and
down tilts (\) are located at half integer sites j + 1

2 .

The first of the ordered states is the strong phase separation (SPS), where particles
and tilts, are both phase separated. Here, the surface is made of sharp hills and valleys,
with heavy particles clustered near valleys and lighter particles near hills. We observe
such a state when b and b′ are positive, heavier particles push hills down, and lighter
particles pull valleys up.

Alternatively, if we set either b or b′ at zero while allowing the other to take on finite
positive values, the resulting state is referred to as an infinitesimal current with phase
separation (IPS). When b (or b′) is zero while b′ (or b) has a positive finite value, the tilts
remain unaffected by the heavy (or light) particles, resulting in a perfect hill (or valley)
while the valley (or hill) becomes more parabolic in shape. The valley (or hill) then acts
as a reservoir for the tilt current, which is infinitesimal in magnitude and flows through
the system [16]. Despite changes to the tilt profile, the particles remain strongly phase
separated in this phase.

The last of the ordered states is the one with finite current with phase separation
(FPS), where b + b′ > 0, and b, or b′ < 0. Both particle species push the surface down
in this region, albeit to different extents. The resultant structure shows an imperfect
ordering corresponding to the positive parameter (b or b′) and a disorder for the negative
parameter (b′ or b). The system generates finite tilt currents, which gives the phase its
name [16].

In addition, we have Fluctuation-Dominated Phase Ordering (FDPO) at the order-
disorder boundary (b + b′ = 0), which shows macroscopic clusters of the order of system
size, which are continuously reorganizing, indicating large fluctuations [28, 29, 30, 31, 32,
33, 34]. Finally, the disordered phase with b + b′ < 0 lacks order in the particles and tilts
as the particles drive the surface in a direction that opposes the path of particle drift that
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the surface induces.
All these diverse states arise only within the parameter space of unscaled rates (uLH), i.e.,
when the bias rates are comparable to the diffusive rates. If we enter the scaled regime
(sLH), i.e., the domain of scaled rates,

a = α/L,

b = β/L,

b′ = β′/L,

(2.1)

where a, b, b′ ∼ O(1/L), then, we find that most of these phases cease to exist, leaving an
ordered and disordered phase separated by the same critical line as before (b + b′ = 0).
See Section 5 for details on this change in the phase diagram.

An earlier study [33] used a mean-field approach to conjecture the following noiseless
hydrodynamics for the unscaled model

∂ρ

∂t
= D

∂2ρ

∂x2 + ∂

∂x

[
2αρ(1 − ρ)(1 − 2m)

]
,

∂m

∂t
= D

∂2m

∂x2 + ∂

∂x

[
m(1 − m)(2ρ(β + β′) − 2β′)

]
. (2.2)

In this context, ρ represents the coarse-grained density of heavy particles, while m denotes
the density of upward tilts. In fact, these expressions turn out to be exact as seen by
comparing the results obtained from an action formulation discussed in Section 3. This
formalism enables us to find the noise correlations exactly in the scaled model.

3. Action formalism and fluctuating hydrodynamics

Recent studies have used fluctuating hydrodynamics to establish an analytical description
of the correlation function for similar systems [20]. In this section, we apply this method
to the LH model. Macroscopic Fluctuation Theory (MFT) is a recent innovation that has
been successfully used in such efforts. The formalism works by adding an appropriate noise
term to a system whose exact hydrodynamic equation can be derived from a microscopic
picture. We do this to incorporate the fluctuating noisy dynamics which sets in when
we investigate properties of finite systems instead of infinite systems. Agranov et al. [20]
recently used this framework to examine the correlation length of active lattice gases in
regions of the phase diagram without phase separation. In this work, we do the same
for the LH model. By developing a suitable fluctuating hydrodynamic description of the
system, we derive two-point correlation functions in the disordered phase and analyze the
critical behavior of the model.

7



Figure 2: (a) A schematic representation of the local update rules in the Light-Heavy
(LH) model. (b) The 2D phase diagram of the uLH model shows three ordered states:
strong phase separation (SPS), infinitesimal current with phase separation (IPS), and
finite current with phase separation (FPS), as well as Fluctuation-Dominated Phase
Ordering along the b + b′ = 0 plane and a disordered phase. (c) In the 2D phase diagram
of the sLH model, we observe an ordered phase that exhibits normal phase separation, a
disordered phase, and a critical plane separating the two. This model exhibits a continuous
phase transition from the disordered to the ordered phase, with theoretical predictions [27]
suggesting

√
a2

c + b2
c + b′2

c ∼ 1/L along specific loci in the parameter space along which
detailed balance is obeyed. Numerical studies indicate shifts in the critical points from
b + b′ = 0 plane while retaining the planar structure of the critical surface throughout the
parameter space.

The first step in this endeavor is to derive the fluctuating hydrodynamic equations.
To do this, we use the Lefèvre -Biroli method [35, 36], which can be shown to be exactly
the same as the Doi-Peliti formulation [37, 38, 39]. Using this technique [40, 41], we
can find the exact fluctuating hydrodynamics for the Light-Heavy model. Here, we will
limit ourselves to outlining the procedure and stating the final expression, while reserving
the details for Appendix B. This method uses a path integral formalism to derive the
fluctuating hydrodynamics of a system starting from its local update rules. Given a
system that undergoes dynamics with a predefined initial and final state, there are many
paths within the configuration space that it may take. However, not all paths are equally
likely. The local update rules of the system determine how probable the different paths
are. Using this information, we can establish a path-integral formalism for the probability
of observing a given trajectory of particles and tilts.

Consider a lattice of L sites, each separated by a distance of ϵ at a discretized time
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tj with j ∈ 1, 2, . . . N . To describe the various changes that may occur in the system with
time, we first define the following variables,

ησ
i (tj) =

 0 Light ◦
1 Heavy •

ητ
i (tj) =

 0 Down \
1 Up /

A trajectory of the system is then ultimately determined by the set η containing all ησ,τ
i (tj)

η =
{

ησ,τ
i (tj) for i ∈ 1, 2, . . . L, j ∈ 1, 2, . . . N. (3.3)

Specifically, we can also say that at time tj, the entire system of particles and tilts are
described by the set ηj defined as

ηj =
{

ησ,τ
i (tj) for i ∈ 1, 2, . . . L. (3.4)

In a time δ = tj+1 − tj, the system undergoes one of the eight processes described in
Figure 2a. Here, we set the diffusive rate of the particle and tilt evolution to D. Another
possibility is that the system may stay as it is, with no change occurring in its previous
state. In either way, we need to keep track of the changes or lack thereof in the system
over a time interval dτ . To this end, we define the quantity Jσ,τ

i (tj) as the variation in
the state of particle or tilt at site i, between time tj and tj+1

Jσ
i (tj) = ησ

i (tj+1) − ησ
i (tj),

Jτ
i (tj) = ητ

i (tj+1) − ητ
i (tj).

(3.5)

Since at most one particle or tilt can undergo some change in a unit time δ, each Jσ,τ
i (tj)

takes values in 1, 0, −1 only and at most two of them can be non-zero at a particular time
tj. We can therefore introduce another set J which contains all Jσ,τ

i (tj),

J =
{

Jσ,τ
i (tj) for i ∈ 1, 2, . . . L, j ∈ 1, 2, . . . N. (3.6)

As with η, we can also combine all Jσ,τ
i (tj) at time tj, to define the set J j as

J j =
{

Jσ,τ
i (tj) for i ∈ 1, 2, . . . L. (3.7)

At this point, we can establish a path integral for probability P ({η}) to observe a given
trajectory {η} of particles and tilts.

P ({η}) =
〈

L∏
i=1

N∏
j=1

δ
(
ησ

i (tj+1) − ησ
i (tj) − Jσ

i (tj)
)
δ
(
ητ

i (tj+1) − ητ
i (tj) − Jτ

i (tj)
)〉

{J}

. (3.8)
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We can express this equation as an integral by using the integral form of the delta function,
i.e.,

δ(x) =
∫

dx̂e−ixx̂. (3.9)

Then, by introducing fields conjugate to ησ
i (tj) and ητ

i (tj), given by ρ̂i(tj) and m̂i(tj), we
obtain

P ({η}) =
∫ N∏

J=1

 L∏
i=1

[
dρ̂i(tj)dm̂i(tj)e

−ρ̂i(tj)
[

ησ
i (tj+1)−ησ

i (tj)
]

−m̂i(tj)
[

ητ
i (tj+1)−ητ

i (tj)
]]

〈
L∏

i=1

[
eρ̂i(tj)Jσ

i (tj)+m̂i(tj)Jτ
i (tj)

]〉
{J}

.

(3.10)

The local update rules are then incorporated into Eq. (3.10) to appropriately weigh
the different possible trajectories.

The occupation variables are coarse-grained using boxes of width ∆, where ∆ ∼ Lδ

with δ < 1, creating local densities that facilitate our transition to continuum space

ρ(x, t) = lim
ϵ→0

 1
∆

xi+∆∑
xi=xi

ησ(xi, tj)
, (3.11)

m(x, t) = lim
ϵ→0

 1
∆

x
i+ 1

2
+∆∑

xi=x
i+ 1

2

ητ (xi, tj)
. (3.12)

Using this coarse-graining procedure, we arrive at a continuum description

P ({η}) =
∫

D[ρ̂, m̂]eL
∫ ∫

dxdtS , (3.13)

where the continuum action is,

S = ρ̇ρ̂ + ṁm̂ + Dρ̂xρx + Dm̂xmx + Dρ(1 − ρ)ρ̂2
x + Dm(1 − m)m̂2

x

+2αρ(1 − ρ)(1 − 2m)ρ̂x + 2m(1 − m)
(
(β + β′)ρ − β′

)
m̂x.

(3.14)

The Euler-Lagrange equations of motion are then given by

∂ρ

∂t
= D

∂2ρ

∂x2 + ∂

∂x

[
2αρ(1 − ρ)(1 − 2m)

]
+ ∂[2Dρ(1 − ρ)ρ̂x]

∂x
,

∂m

∂t
= D

∂2m

∂x2 + ∂

∂x

[
m(1 − m)(2ρ(β + β′) − 2β′)

]
+ ∂[2Dm(1 − m)m̂x]

∂x
, (3.15)
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with the noiseless part given by the coupled equations,

∂ρ

∂t
= D

∂2ρ

∂x2 + ∂

∂x

[
2αρ(1 − ρ)(1 − 2m)

]
,

∂m

∂t
= D

∂2m

∂x2 + ∂

∂x

[
m(1 − m)(2ρ(β + β′) − 2β′)

]
. (3.16)

Interestingly, the noiseless equations are the same as those stated in Eq. (2.2), which were
derived in [33] using a phenomenological approach. We show the validity of the above
noiseless hydrodynamic equations in Figure 3 by comparing them with the predictions
from Monte Carlo simulations.

To obtain the fluctuating hydrodynamic equations for the LH model, we need to
determine the form of the noise correlations. We do this by coupling a noise term to the
hydrodynamic equations. This suggested form is then used to formulate a path integral,
which is then used to calculate an action. Then, a simple comparison with Eq. (3.15)
reveals the fluctuating hydrodynamic equations. These turn out to be,

∂ρ

∂t
= D

∂2ρ

∂x2 + ∂

∂x

[
2αρ(1 − ρ)(1 − 2m)

]
+ ∂ηρ

∂x
,

∂m

∂t
= D

∂2m

∂x2 + ∂

∂x

[
m(1 − m)(2ρ(β + β′) − 2β′)

]
+ ∂ηm

∂x
, (3.17)

with the noise correlations given by

⟨ηρ(x, t)ηρ(x′, t′)⟩ = 2Dρ(1 − ρ)
L

δ(x − x′)δ(t − t′),

⟨ηm(x, t)ηm(x′, t′)⟩ = 2Dm(1 − m)
L

δ(x − x′)δ(t − t′),

⟨ηρ(x, t)ηm(x′, t′)⟩ = 0.

(3.18)

At this point, it is useful to discuss a related model that has been studied using
similar techniques in the literature, namely the active lattice gas [42, 20, 43]. This model,
defined in a one-dimensional ring lattice, comprises L sites and accommodates N particles,
resulting in a density ρ0 = N/L. Each particle is encoded with a preferential drift direction
to introduce activity into the system. Doing so classifies the entire set of particles into +
and − species. This ± nature attributed to a particle is not permanent and changes with
time as part of the dynamics of the system. The entirety of the dynamics of the active
lattice gas is defined in terms of three independent processes.

• Diffusion: a pair of adjacent sites interchange particles with rate D.
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Figure 3: Comparison of hydrodynamic predictions with numerical simulations. In
panels (a), (b), and (c), we illustrate the evolution of an initial Gaussian particle density
profile for systems with sizes L = 200, 400 and 1000. Panel (d) displays the corresponding
order parameter, defined as ⟨Sρ⟩ = 1

L

∑
i(ρi − ρ0)2 for all three systems. In all the

panels, the symbols represent the predictions from simulations, while the lines reflect
the theoretical results derived from noiseless hydrodynamics as given by Eq. (3.16). The
parameters used are α = 5, β = 7 and β′ = 9. The data presented has been averaged over
1000 histories.

• Drift: a + (−) particle hops to the right (left) neighbor site with a rate λ/L, if the
site is empty.

• Tumble: a + (−) particle tumbles into a − (+) one with a rate γ/L2.

The rates are scaled with L to ensure that all processes occur on the diffusive time scale in
the hydrodynamic limit. The noiseless hydrodynamic description of this model has been
derived in [42]. To this, Gaussian noise terms were added by Agranov et al. [20] to capture
the fluctuations to the profile predicted by this description in a finite lattice. They did
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so by superposing known results for the ABC model with a reaction term to account for
the tumbling. Alternatively, one can arrive at the same expression using a path integral
technique [37]. The fluctuating hydrodynamic equations for the system were determined
to be,

∂tρ = D∂2
xρ − λ∂x[m(1 − ρ)] + ∂xηρ,

∂tm = D∂2
xm − λ∂x[ρ(1 − ρ)] − 2γm + ∂xηm + ηK . (3.19)

The terms ηρ, ηm, and ηK in Eq. (3.19) represent zero-mean Gaussian white noise,
characterized by the following correlations

⟨ηρ(x, t)ηρ(x′, t′)⟩ = 2Dρ(1 − ρ)
L

δ(x − x′)δ(t − t′),

⟨ηρ(x, t)ηm(x′, t′)⟩ = 2Dm(1 − ρ)
L

δ(x − x′)δ(t − t′),

⟨ηm(x, t)ηm(x′, t′)⟩ = 2D(ρ − m2)
L

δ(x − x′)δ(t − t′), (3.20)

⟨ηK(x, t)ηK(x′, t′)⟩ = 4γρ

L
δ(x − x′)δ(t − t′),

⟨ηm(x, t)ηK(x′, t′)⟩ = ⟨ηρ(x, t)ηK(x′, t′)⟩ = 0 .

These equations share similarities with those we previously identified for the LH
model, but there are three primary differences. First, although both models describe the
hydrodynamics of two coupled fields, the nature of the drift terms are different. Second,
in contrast to the LH model, the ALG model includes a noise term, denoted ηk, which
arises from tumbling events and follows Poissonian statistics. Finally, the nature of the
noise correlation differs between the two models. In the case of the ALG model, the
correlations ηm −ηm involve both fields ρ and m, as demonstrated in Eq. (3.20). However,
in the Light-Heavy model, the correlation between the noise terms is influenced solely by
the density of the same species.

Yet another model that displays similar hydrodynamics is the ABC model [9, 44].
As mentioned earlier, this model served as a template for deriving the fluctuating hydro-
dynamics for the ALG model. The ABC model comprises three species of particles with
hardcore interaction, named A, B, and C, with densities ρA, ρB and ρC . The dynamics
of the ABC model are given by

AB q−−⇀↽−−1
BA,

BC q−−⇀↽−−1
CB,

CA q−−⇀↽−−1
AC.
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Here, by scaling q as q = e−β/N , we transition to the scaled ABC model, which obeys the
following hydrodynamics:

∂tρA = D∂2
xρA + β∂x[ρA(ρA + 2ρB − 1)] + ∂xηρA

,

∂tρB = D∂2
xρB + β∂x[ρB(1 − 2ρA − ρB)] + ∂xηρB

. (3.21)

Here, ηρA
and ηρB

are zero-mean Gaussian white noises with the following correlations

⟨ηρA
(x, t)ηρA

(x′, t′)⟩ = 2ρA(1 − ρA) δ(x − x′)δ(t − t′),
⟨ηρB

(x, t)ηρB
(x′, t′)⟩ = 2ρB(1 − ρB) δ(x − x′)δ(t − t′),

⟨ηρA
(x, t)ηρB

(x′, t′)⟩ = − 2ρAρBδ(x − x′)δ(t − t′). (3.22)

While the general structure of this hydrodynamics is the same as the LH model, one ought
to note that the mixed correlations are non-zero here.

4. Derivation of correlation functions

In this section, we use the fluctuating hydrodynamics of the sLH model, which we derived
in the previous section, to calculate both the static and dynamic two-point correlation
functions in the disordered phase of the model.

4.1. Static correlation functions

We begin by computing the static (steady state) correlation functions between the density
fields in the sLH model, defined as

Cρ
2(x, x′) = ⟨δρ(x)δρ(x′)⟩,

Cm
2 (x, x′) = ⟨δm(x)δm(x′)⟩,

Cρ,m
2 (x, x′) = ⟨δρ(x)δm(x′)⟩. (4.23)

Here, δρ(x) and δm(x) are local fluctuations in the density of particles and tilts about
their global average in the steady-state. We introduce the parameter ∆ in terms of the
scaled rates β and β′, which describes the distance to the critical line.

β = −β′ − ∆. (4.24)

Then,
∂m

∂t
= D

∂2m

∂x2 + ∂

∂x

[
m(1 − m)(−2ρ∆ − 2β′)

]
+ ∂ηm

∂x
. (4.25)

In the hydrodynamic limit, we can obtain the solutions for the two-point correlation
function by linearising these equations for small fluctuations ρ(x, t) = ρ0 + δρ(x, t)/

√
L

14



and m(x, t) = m0 + δm(x, t)/
√

L. This gives,

∂δρ

∂t
= D

∂2δρ

∂x2 − 4αρ0(1 − ρ0)
∂δm

∂x
+ 2α(1 − 2ρ0)(1 − 2m0)

∂δρ

∂x
+ ∂ηρ

∂x
,

∂δm

∂t
= D

∂2δm

∂x2 + 2∆m0(1 − m0)
∂δρ

∂x
+ (1 − 2m0)(−2ρ0∆ + β′)∂δm

∂x
+ ∂ηm

∂x
. (4.26)

We can further simplify the expression by taking into account the fact that we are looking
at systems with no net tilt on the surface, i.e., m0 = 1

2 . Then

∂δρ

∂t
= D

∂2δρ

∂x2 − 4αρ0(1 − ρ0)
∂δm

∂x
+ ∂ηρ

∂x
, (4.27)

∂δm

∂t
= D

∂2δm

∂x2 − ∆
2

∂δρ

∂x
+ ∂ηm

∂x
. (4.28)

Since Eqs. (4.27) and (4.28) are coupled in a nontrivial manner, solving them in real
space is challenging. Therefore, we analyze the above equations in Fourier space. Using
continuum Fourier transforms given by,

δm̃ (k, t) = 1
2π

∫
dx e−ikxδm (x, t) ; δρ̃ (k, t) = 1

2π

∫
dx e−ikxδρ (x, t) , (4.29)

we obtain the set of linear equations

∂t

(
δρ̃(k, t)
δm̃(k, t)

)
= −Mk

(
δρ̃(k, t)
δm̃(k, t)

)
+ R(k, t), (4.30)

where
Mk =

(
Dk2 iCk

iEk Dk2

)
; R(k, t) =

(
Aikη̃1(k, t)
Bikη̃2(k, t)

)
. (4.31)

Here, A =
√

2Dρ0(1−ρ0)
L

, B =
√

2Dm0(1−m0)
L

, C = 4αρ0(1 − ρ0) and E = ∆
2 , and η̃1,2 are

Gaussian white noises with variance

⟨η̃i(k, t)η̃j(k′, t′)⟩ = δij

2π
δ(k + k′)δ(t − t′). (4.32)

The solution to Eq. (4.31) is therefore given by(
δρ̃(k, t)
δm̃(k, t)

)
=
∫ t

−∞
dt1e

−Mk(t−t1)R(k, t1). (4.33)

The equal-time correlation function between two Fourier modes of the density field
can then be determined from Eq. (4.35) as

C ρ̃
2(k, k′) = ⟨δρ̃(k, t)δρ̃(k′, t)⟩. (4.34)
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Figure 4: Comparison of linearized static density correlations with numerical
simulations. The correlation functions for fluctuations in (a) particle-particle and tilt-tilt
density fields, and (b) particle-tilt density field, for a system of size 1000 obtained from
performing Monte Carlo simulations (points) plotted against the theoretical result given
in Eqs. (4.39), (4.40) and (4.41) (solid curves). The parameter values used are α = 70,
β = −90, and β′ = −80. The simulation data is averaged over 10,000 realizations.

We note that while δρ(k, t) explicitly depends on t, this time dependence vanishes in
the equal-time correlation function ⟨δρ(k, t)δρ(k′, t)⟩. We have

⟨δρ̃(k′, t)δρ̃(k, t)⟩ =
∫ t

−∞
dt2

∫ t

−∞
dt1e

−Mk(t−t1)e−Mk′ (t−t2)(iA)2⟨η̃(k, t1)η̃(k′, t2)⟩. (4.35)

The delta-correlation of the noise given in Eq. (4.32) simplifies the double integral into a
single time integral, which includes a function dependent on t via an exponential factor
e−(t−t1). Thus, integrating t1 from −∞ to t removes any remaining t-dependence, resulting
in a time-independent expression.

Conservation of the total number of particles and the total number of tilts ensures
that the k = 0 mode of the densities remains zero at all times. Consequently, the equal-
time correlation function at k = k′ = 0 will disappear. Considering this, we employ a
Dirac delta function δ(k), with a magnitude l proportional to the separation between
modes, to derive steady-state density correlations as

C ρ̃
2(k, k′) = ⟨δρ(k)δρ(k′)⟩ =

B2C2 + A2(CE + 2D2k2)
4D(CE + D2k2) − B2C + A2E

4DE
lδ(k)

δ(k + k′)
2π

,

(4.36)
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Figure 5: Comparison of the static correlation functions for fluctuations in (a) particle-
particle and (b) particle-tilt density field within the homogeneous phase of the phase
diagram, on approaching the critical line (β + β′ = 0). Points obtained from simulations
indicate a deviation from the solid lines, which represent the theoretical results derived
in Eqs. (4.39) and (4.41). This deviation occurs as we get closer to the critical line. The
parameter values used for (α, β) are 70 and −90, respectively while (β′) is sampled across
the values −20, 20, 40, 60 and 80. The system size used is L = 1000 and the numerical
data has been averaged over 2000 histories.

Cm̃
2 (k, k′) = ⟨δm(k)δm(k′)⟩ =

A2E2 + B2(CE + 2D2k2)
4D(CE + D2k2) − A2E + B2C

4DC
lδ(k)

δ(k + k′)
2π

,

(4.37)

C ρ̃,m̃
2 (k, k′) = ⟨δρ(k)δm(k′)⟩ = ik(B2C − A2E)

4D(CE + D2k2)
δ(k + k′)

2π
. (4.38)

In real space, Eqs. (4.36), (4.37) and (4.38) transform into

Cρ
2(x, x′) = ρ(1 − ρ)

L

(
δ(x − x′) − 1

)
+ αρ2(1 − ρ)2(2α − ∆)

2DL
√

2α∆ρ(1 − ρ)
e− |x−x′|

ξ , (4.39)

Cm
2 (x, x′) = 1

4L

(
δ(x − x′) − 1

)
− (2α − ∆)∆ρ(1 − ρ)

16DL
√

2α∆ρ(1 − ρ)
e− |x−x′|

ξ , (4.40)

17



Figure 6: Comparison of static correlation functions for fluctuations in (a) particle-
particle and (b) tilt-tilt density fields across multiple system sizes. The parameter values
selected are (α, β, β′) = (140, −180, −180). The points represent the predictions generated
from simulations, while the lines depict theoretical predictions derived from Eqs. (4.39)
and (4.40). The systems analyzed have sizes of L = 500, 1000, 1500 and were averaged
over 2000 histories.

Cρ,m
2 (x, x′) = −Sgn[x − x′] (2α − ∆)ρ(1 − ρ)

8DL
e− |x−x′|

ξ , (4.41)

where the correlation length ξ is given by

ξ = D√
2a∆ρ0(1 − ρ0)

. (4.42)

In deriving Eqs. (4.39) and (4.40), we determined the value of l for each equation
by requiring that the spatially integrated correlation function be zero, ensuring the
conservation of particles and tilts. The form of the correlation length given in Eq. (4.42)
indicates exponentially decaying correlations in the stable region (∆ > 0) and oscillating
behavior in the linearly unstable regime (∆ < 0), where the density cannot be expanded
in terms of small fluctuations about a homogeneous steady-state value. Additionally, a
detailed analysis of the active lattice gas system also reveals that the theory does not
accurately capture the simulations when the correlation length approaches the system
size [43]. In other words, the correlation function we find for a system holds true away
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Figure 7: The static correlation functions for fluctuations in (a) particle-particle, tilt-
tilt, and (b) particle-tilt density fields for a system of size of 1000 in a subspace of the
phase diagram that obeys bunchwise balance (2α+β +β′ = 0) [14]. The parameter values
chosen are (α, β, β′) = (70, −90, −50). Predictions from simulation (points) and theory
(lines) given in Eqs. (4.39) (4.40) and (4.41) indicate the absence of long-range correlations
in this subspace. The Monte Carlo data has been averaged over 3000 histories.

from the critical line, as shown in Figures 4, 5, 6 and 7. The phase diagram of the LH
model is constructed using the bias parameters a, b and b′. Since it is a three-dimensional
phase diagram, it will include critical surfaces. To verify the validity of our theory, we
first need to identify the locations of these critical planes. A linear stability analysis of
Eq. (3.16) gives,

[β + β′]c = 0, (4.43)

for an infinite system and
[α(β + β′)]c = 2π2D2

L2ρ(1 − ρ) , (4.44)

for a finite system (details in Appendix A). This would indicate that, for every α > 0
plane, there is a critical surface β + β′ = f(L, D, ρ), away from which the hydrodynamic
theory should work well.

4.2. Dynamic correlation functions

The linearized theory can be utilized to describe the dynamics of the system, provided
that the fluctuations δρ and δm in the initial state are not too large. To illustrate this,
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Figure 8: (a) Two initial density profiles, allowed to relax to a homogeneous steady-
state. The amplitude of the two profiles vary, with a0 = |ρ(x)−ρ0| set to 0.05 and 0.5. (b)
Dynamics of the first Fourier mode of the two density fields as they relax to the steady-
state starting from the two initial profiles. Simulation results (points) are plotted against
theoretical predictions derived from two approaches: (i) the linearized approach (dashed
lines) described in Eq. (4.47), and (ii) numerical solution using fast Fourier transform
(solid lines) to the noiseless hydrodynamic equations presented in Eq. (3.16). Approach
(ii) can describe the simulation data for both profiles, while approach (i) matches the
data only when the amplitude is small. A system of size L = 1000 averaged over 500
histories is presented.

we examine two initial density profiles: one with a small amplitude and another with a
larger amplitude, as shown in Figure 8a. We will analyze how these profiles relax to a
steady state in the homogeneous region of the phase diagram. According to Eq. (4.30),
the dynamics of the system under the linear approximation is governed by the eigenvalues
of the Mk matrix. These eigenvalues are given by:

λ± = Dk2 ±
√

2αk2ρ0(1 − ρ0)(β + β′), (4.45)

which can be rewritten as,
λ± = Dk2 ± iDk

ξ
, (4.46)

in the homogeneous regime of the parameter space. We can deduce from the complex
nature of the eigenvalues in the homogeneous region that kinematic waves, as discussed
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in references [45, 46], are present in this area. The dissipation of the density profile will
be determined by the real part of λ±, which is identical for both. Therefore, according to
linear theory, we can express this relationship as,

|δρ̃(k, t)|
|δρ̃(k, 0)| ∼ e−λt, (4.47)

where δρ̃(k, t) and δρ̃(k, 0) are complex in nature and λ is the real part of either one
of the two eigenvalues. In Figure 8b, we illustrate the relaxation of the two density
profiles. While the numerical solution to Eq. (3.16) accurately describes the relaxation
dynamics in both cases, the linear theory applies only when the fluctuations in densities
δρ and δm are not too large. This is particularly evident in the case of the initial profile
with the larger amplitude, which initially deviates from the linear theory. However, it
eventually aligns with the theory once the profile has relaxed sufficiently to reduce the
amplitude of the fluctuations.

The success of the linear theory in describing the relaxation dynamics of the system in
the homogeneous phase suggests that we can also evaluate dynamic correlations of density
fluctuations in this regime. The derivation follows similarly to Section 4, replacing the
static Fourier transform with

δρ̂(k, ω) = 1
(2π)2

∫
dxdte−i(kx−ωt)δρ(x, t),

δm̂(k, ω) = 1
(2π)2

∫
dxdte−i(kx−ωt)δm(x, t). (4.48)

Thus, Eq. (4.27) and Eq. (4.28) gives,(
δρ̃(k, ω)
δm̃(k, ω)

)
= −M−1

k,ωR(k, ω). (4.49)

where

Mk,ω =
(

−iω + Dk2 iCk

iEk −iω + Dk2

)
; R(k, t) =

(
Aikη̃1(kω)
Bikη̃2(k, ω)

)
, (4.50)

with η̃1,2 correlated as,

⟨η̃i(k, ω)η̃j(k′, ω′)⟩ = δij

(2π)2 δ(k + k′)δ(ω + ω′). (4.51)

The result in Fourier space is given by,

C̃ρ
2 = 1

LM(k, ω)

2D5k4

∆2
1
ξ4 + D3k2

α∆
1
ξ2

(
D2k4 + ω2

)δ(k + k′)δ(ω + ω′), (4.52)

21



C̃m
2 = 1

2LM(k, ω)

D3k4∆
2α

1
ξ2 + Dk2

(
D2k4 + ω2

)δ(k + k′)δ(ω + ω′), (4.53)

C̃ρ,m
2 = 1

LM(k, ω)

 iD4k5

2α∆ξ2 (2α − ∆) + ωD3k3

2α∆ξ2 (2α + ∆)
δ(k + k′)δ(ω + ω′), (4.54)

where,

M(k, ω) = (2π)2

ω4 + 2D2ω2k2
(

k2 − 1
ξ2

)
+ D4k4

(
k2 + 1

ξ2

)2
. (4.55)

We can use these dynamic correlations to analyze the scaling behavior of the system.
This is done using a scaling parameter b to rescale x → bx and t → bzt. Equivalently, we
have k → b−1k and ω → b−zω in Eqs. (4.53), (4.54) or (4.55). Rescaling k and ω with b

and bz allows us to compute the dynamical scaling exponent z. As b increases to larger
values, the correlation tends to the asymptotic form,

C̃ρ
2

∼=
2Dρ0(1 − ρ0)

L

 k2ω2 + b2z−2D2k4(b−2k2 + 2 α
∆ξ−2)

(b−z+2ω2 + bz−2D2k2(k2 + b2ξ−2))2 + 4D2k4ω2

bz+3δ(k+k′)δ(ω+ω′).

(4.56)
As observed in Eq. (4.56), the dynamical exponent z extracted from dynamic correlations
varies with the chosen length scale. At length scales smaller than ξ, i.e., at criticality,
Eq. (4.56) gives z = 2. This behavior can be justified numerically by the following ar-
gument: Figure 8b illustrates the relaxation of the first Fourier mode, described by e−λt

where λ = d
(

k2 ± ik
ξ

)
. As the system approaches the critical line, the correlation length

diverges, and the eigenvalue scales as λ ≈ k2, indicating that the dynamics show diffusive
behavior on length scales smaller than the correlation length, as predicted by our scaling
analysis.

However, we cannot draw a self-consistent dynamical exponent for length scales larger
than ξ from (4.56). This shortcoming may be due to the presence of kinematic waves in
the system, which dissipate as criticality is approached. We can observe these waves
in the system by looking at the eigenmode fields of the density fluctuations, defined as,
ϕ± =

√
∆/2δρ ±

√
4αρ(1 − ρ)δm. The time evolution of the eigenfields is given by,

∂ϕ+

∂t
= D

∂2ϕ+

∂x2 + c+
∂δϕ+

∂x
+ ∂η1

∂x
,

∂ϕ−

∂t
= D

∂2ϕ−

∂x2 + c−
∂ϕ−

∂x
+ ∂η2

∂x
. (4.57)

Here, c± = ∓
√

2α∆ρ(1 − ρ) gives the speed of the individual waves. By performing a
Galilean shift x

′ = x + c+t, t
′ = t, we can move to a frame that comoves with the ϕ+
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mode. Linearizing and solving for the dynamical correlations of this mode will then yield
the value of the dynamical exponent or, equivalently, describe how the wave dissipates.
We outline some of the key points of the calculation in the following. The time evolution
equation in the frame of ϕ+ is described by,

∂ϕ+

∂t
= D

∂2ϕ+

∂x2 + ∂η1

∂x
,

∂ϕ−

∂t
= D

∂2ϕ−

∂x2 + (c− − c+)∂ϕ−

∂x
+ ∂η2

∂x
. (4.58)

By solving for the modes, one can determine the dynamic correlation of the ϕ+ field to
be given by,

C̃ϕ+
2

∼=
k2

D2k2 + ω2 , (4.59)

which on rescaling becomes,
C̃ϕ+

2
∼=

k2

b2z−4D2k2 + ω2 . (4.60)

If we move to a frame that comoves with the ϕ− mode, we will see that the dynamic
correlation of the ϕ− mode also gives z = 2. Thus, we find that the linear theory predicts
that the wave dissipation follows the Edwards-Wilkinson exponent [47]. This aligns with
previous observations made in the same regime using a symmetry argument [12]. However,
we recognize that our linearized theory has limitations in this regard. The linear analysis
does not take into account the impact of higher-order fluctuations in the density fields
on z. For example, previous studies [12] revealed possible logarithmic corrections in the
behavior of the correlation functions caused by these higher-order fluctuations in density
fields.

5. Phase transition within the linearly unstable region

Linear stability analysis points to an unstable region in the subspace β + β′ > 0; α > 0
of the parameter space of the LH model, as shown in Figure 2c. This is supported by
the numerical observation that a phase separation appears when α, β, β′ > 0. However,
Chakraborty et al. have already established that in the hydrodynamic limit, a phase
transition is observed between an ordered and a disordered phase in the scaled LH model
within this linearly unstable regime [27]. Although the observation is general to the
subspace β + β′ > 0; α > 0, their theoretical argument is limited to loci within this
subspace, where the rates obey detailed balance with respect to a given Hamiltonian.
The Hamiltonian is given by

H =
L∑

i=1
(ni − λ)hi, (5.61)
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Figure 9: Behavior of the first Fourier mode of (a) particle density (ρ̃(k0, t)) and (b)
tilt density (m̃(k0, t)) along a locus in the phase diagram that obeys detailed balance
(a = b = b′) with respect to the Hamiltonian described in Eq. (5.61) (λ = ρ0 = 0.5).
The numerical data (line points) indicate a continuous phase transition from a disordered
phase to an ordered phase as the control parameter, T −1, is increased. In Ref. [27],
Chakraborty et al. identified a system size independent Tc (Eq. (5.63)) for this transition.
This Tc corresponds to a system size dependent point in the phase diagram (ac, bc, b′

c)
where

√
a2

c + b2
c + b′

c
2 ∼ 1/L. Consequently, the critical point is shifted by O(1/L) from

the origin in the sLH model. A system of size L = 1000 is used for the simulation.

where, λ = ρ, the total density of the heavy particles. With respect to this Hamiltonian,
the detailed balance condition is satisfied for the following choice of rates,

D − a

D + a
= e−1/T N ,

E − b

E + b
= e−(2−2λ)/T N ,

E − b′

E + b′ = e−2λ/T N . (5.62)

Such a definition makes the energy extensive and thereby comparable to the entropy. This
leads to a phase transition at

1
Tc

= 2π√
λ(1 − λ)

. (5.63)

Thus, it was found that for every point in the parameter space given by a particular value
of λ, there is a critical point that separates the ordered and disordered regime. This point
is demonstrated for the case where λ = 0.5 in Figure 9. Although this formalism gives
us critical values along a certain locus that obeys detailed balance, the existence of the
transition is general to the subspace β + β′ > 0; α > 0, with the entire region divided
into disordered and ordered states.
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The phase transition in the scaled LH model is therefore in contradiction to the
prediction of the linear stability analysis, which predicts that the entire region above the
b + b′ line, is unstable. However, this can be easily established as a finite-size effect. We
see that on increasing the system size, the distance to the theoretically predicted critical
point from the origin for the different paths that obey detailed balance in the parameter
space falls as xc =

√
a2

c + b2
c + b′2

c ∼ 1/L, coinciding with the prediction of the linear
stability analysis in the infinite size limit.

The ordered state that emerges after the phase transition in the scaled model
differs from the unscaled model, as mentioned in Section 2. This new state is no longer
characterized by a strong phase separation of the particles. Instead, we observe a normal
phase separation of both species, which leads to the loss of phases such as strong phase
separation (SPS), infinitesimal current phase (IPS), and finite current phase separation
(FPS), among others.

To understand why this happens, we return to an analysis of the unscaled model.
When the rates α, β, β′ are of O(1), there are three different ordered phases, all of which
show strong phase separation of the particles and varying degrees of order in the tilt
arrangement. By strong phase separation, one essentially refers to the absence of droplets
of opposite species far from the interface in a cluster. In an earlier study, Lahiri et al. [11]
explored the broadening of the interface found in the system along a locus where detailed
balance holds (a = b = b

′), and the steady state measure of the system is given by ∼ e−H/T

as the temperature, T is raised, with the Hamiltonian given by

H = ϵ
N∑

k=1
hkσk. (5.64)

Here, the temperature can be related to the rates as

ϵ

T
= 1

2 ln
(

D + a

D − a

)
, (5.65)

and density of either species of particle, ρ = 0.5. The analysis predicted that at a
temperature T ,

⟨σk⟩ = tanh
(

ϵ

T
(k − k0)

)
, (5.66)

where k0 is the site at which the interface occurred at T = 0. The conclusion was that
the width of the interface, w, at a temperature T , namely the region where ⟨σk⟩ deviates
substantially from 1, is given by,

w ∼ T

ϵ
. (5.67)

At finite temperatures, the interface broadens to a finite number of sites, leaving
exponentially low chances for islands of opposite species away from the interface. The
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same arguments help motivate the disappearance of the different ordered phases in
transitioning to the scaled model. In the scaled model, we are considering a temperature
of the order of the system size. Consequently, the interface width would be of the order
of system size, ruling out strong phase separation.

Parameters such as cluster size distribution and correlation function help us identify
this change in the phase diagram. Figure 10 shows the change in the distribution of the
cluster size, as well as the configuration-averaged cross-correlation in a system of size
L = 500 with the control parameter T −1 that varies from O(1) to O(L). The cross-
correlation function S(t), defined in [14], is a local variable that evaluates the correlation
between one species and the gradient of the other. For example,

Sσ∆τ =
L∑

j=1

1
2(τj− 1

2
− τj+ 1

2
)σj, (5.68)

counts triads of the kind / ◦ \ and \ • / as 1 and / • \ and \ ◦ / as -1. Here, L represents
the size of the system. An alternative definition for S(t), which gives the same result as
this under periodic conditions, is provided by,

Sτ∆σ =
L∑

j=1

1
2(σj+1 − σj)τj+ 1

2
. (5.69)

The configuration-averaged version S, which we sample, gives the average correlation of
the same across the lattice. It is defined as,

S(t) = 1
L

⟨Sσ∆τ ⟩ = 1
L

⟨Sτ∆σ⟩. (5.70)

Referring back to Figure 10, we see that in the steady state (indicated by the constant
region in the configuration-averaged cross-correlation function), there is a shift in the
distribution of the cluster towards the right end of cluster sizes on increasing T −1. As
T −1 becomes of the order of system size, S is expected to fall logarithmically in time, and
the cluster size distribution would be concentrated at l ∼ L/2, indicating SPS.

Finally, we also note that the scaled model shows a continuous phase transition,
as shown in Figure 9 and in a previous study of the same model [27]. In contrast,
our preliminary numerical studies indicate a mixed-order transition [48] for the unscaled
model. The order parameter displays a discontinuous jump, while the correlation length
appears to diverge when approaching the FDPO line from the disordered side.

6. Discussion

In this paper, we have derived the exact fluctuating hydrodynamics for the scaled Light-
Heavy (sLH) model, where the microscopic rates are scaled by the system size. This scaled
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Figure 10: (a) Comparison of the behavior of S for different values of the parameters as
the system evolves to steady-state starting from a Gaussian initial state. The parameters
(a, b, b′) are selected along a path in the phase diagram that obeys detailed balance
(a = b = b′) with respect to the Hamiltonian described in Eq. (5.61) (λ = ρ0 = 0.5)
using inverse temperature T −1 as the control parameter. The specific values chosen for
T −1 are 50, 100, 200, 300, and 400. (b) The corresponding steady-state cluster size
distribution. The broad distribution observed when T −1 ≪ O(L) indicates that there is
no strong phase separation in this regime. As the control parameter increases to O(L),
the distribution peak sharpens around l ∼ L/2. The system size used here is L = 500.

model differs from the unscaled model in several significant ways. While the unscaled
model exhibits multiple phases and transitions, the scaled model reveals only a single
transition to one ordered phase. Additionally, the strong phase separation seen in the
unscaled model is absent in the scaled model, resulting in only normal phase separation.
Moreover, the Fluctuation-Dominated Phase Ordering (FDPO) along the separatrix is
also absent in the scaled model.

We used this fluctuating hydrodynamics framework to obtain the steady-state
correlations in the homogeneous phase. Our theory predicts a diverging correlation length
as the line separating the ordered and disordered phases is approached. These theoretical
results show an excellent match with microscopic simulations. While the fluctuating
hydrodynamics framework has been used successfully to study models such as the active
lattice gas [20] and the ABC model [9, 44], the LH model differs from these, in the
form of the noise terms as well as the correlation function. It would be interesting
to extend our study to the critical line itself, and in particular, to check whether the
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correlation function displays a power-law behavior at the critical point. It would also
be interesting to test whether the LH model with unscaled rates (uLH) also displays a
diverging correlation length. Our preliminary numerical simulations suggest that indeed
such a diverging correlation length does seem to appear in the unscaled model as well;
however, an analytical description for this behavior is presently lacking. Given that the
order parameter jumps from 0 to 1 across the critical line, this diverging correlation length
in the unscaled model could be indicative of the mixed nature of the transition between
ordered and disordered phases separated by the Fluctuation-Dominated Phase Ordering
(FDPO) phase that is known to occur in this model [11, 30], and therefore would be very
interesting to study further.

We have also predicted the dynamical exponents of the scaled system using a
linearized theory based on fluctuating hydrodynamics. The unscaled model is known
to display diverse dynamical behaviors, with exponents such as diffusive, KPZ, modified
KPZ, as well as 5

3 -Levy [18] appearing in different regimes. While our investigation of
the homogeneous phase of the scaled model has revealed only diffusive behavior so far,
exploring the different possible dynamical regimes in the scaled model presents a promising
direction to explore further.
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Appendix A.

Linear stability analysis for the LH Model

We have the hydrodynamic expressions given by,

∂ρ

∂t
= D

∂2ρ

∂x2 + ∂

∂x

[
2αρ(1 − ρ)(1 − 2m)

]
, (A.1)

∂m

∂t
= D

∂2m

∂x2 + ∂

∂x

[
m(1 − m)(2ρ(β + β′) − 2β′)

]
. (A.2)

In the hydrodynamic limit, we can obtain the solutions for the two-point correlation
function by linearising these equations for small fluctuations ρ(x, t) = ρ0 + δρ(x, t)/

√
L
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and m(x, t) = m0 + δm(x, t)/
√

L. This gives,

∂δρ

∂t
= D

∂2δρ

∂x2 − 4αρ0(1 − ρ0)
∂δm

∂x
+ 2α(1 − 2ρ0)(1 − 2m0)

∂δρ

∂x
, (A.3)

∂δm

∂t
= D

∂2δm

∂x2 + 2∆m0(1 − m0)
∂δρ

∂x
+ (1 − 2m0)(−2ρ0∆ + β′)∂δm

∂x
. (A.4)

We can further simplify the expression by taking into account the fact that we are looking
at systems with no net tilt on the surface, i.e., m0 = 1

2 . Then

∂δρ

∂t
= D

∂2δρ

∂x2 − 4αρ0(1 − ρ0)
∂δm

∂x
, (A.5)

∂δm

∂t
= D

∂2δm

∂x2 − ∆
2

∂δρ

∂x
. (A.6)

Here, the linear term in the expression makes it difficult to solve it in real space, and
therefore we analyze it in Fourier space. Using continuum Fourier transforms given by,

δm̃ (k, t) = 1
2π

∫
dx e−ikxδm (x, t) ; δρ̃ (k, t) = 1

2π

∫
dx e−ikxδρ (x, t) , (A.7)

we derive the system of linear equations

∂t

(
δρ̃(k, t)
δm̃(k, t)

)
= Mk

(
δρ̃(k, t)
δm̃(k, t)

)
. (A.8)

Here, the matrix Mk is

Mk =
(

−Dk2 −iCk

−iEk −Dk2

)
; (A.9)

with C = 4αρ0(1 − ρ0) and E = −β+β′

2 , and where η̃1,2 are Gaussian white noises. The
eigenvalues are given by,

λ = −Dk2 ±
√

2αk2ρ0(1 − ρ0)(β + β′) (A.10)

which gives,(
δρ̃(k, t)
δm̃(k, t)

)
= eλ1t |λ1⟩ ⟨λ1|

(
δρ̃(k, 0)
δm̃(k, 0)

)
+ eλ2t |λ2⟩ ⟨λ2|

(
δρ̃(k, 0)
δm̃(k, 0)

)
. (A.11)

Here, we can obtain the unstable regime by checking for the region where the solution
blows up. This condition is satisfied by,

λ = −Dk2 +
√

2αk2ρ0(1 − ρ0)(β + β′) > 0 (A.12)
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We further filter this result by looking for the region where for the lowest mode, k = 0 is
unstable. This is a sufficient condition for stability because if the solution is unstable for
the lowest mode, then naturally, it will be unstable for the higher modes. Thus,

[(β + β′)] > 0 (A.13)

The regions where the lowest mode is stable but not the highest one, that is, k ̸= 0,

[α(β + β′)] >
2π2D2

L2ρ0(1 − ρ0)
(A.14)

gives the region of instability for a finite system.

Appendix B.

Field-theoretic formulation of the LH model

In this section, we present the path integral formulation used to derive the fluctuating
hydrodynamics of the LH model. Details of the model and its dynamics can be found in
Section 2. We consider a system composed of two sublattices, each containing L sites,
indexed by i and i + 1

2 , respectively. In this setup, two sites within the same sublattice
are separated by a distance ϵ, i.e., xi+1 − xi = ϵ. The overall size of the system is defined
as L = Lϵ. The system evolves in discrete time intervals of δ, accumulating to a total
time T over N steps. We index different time steps with j.

Variables ησ,τ
i (tj) ,which can take the values 0, 1 are introduced to distinguish

different configuration. Additionally, we define a variable Ji(tj) for particles and tilts,
which describes their evolution at a time tj. This quantity is given by, Jσ,τ

i (tj) =
ησ,τ

i (tj+1)−ησ,τ
i (tj). A trajectory of the system is then determined by the set {η} containing

all ησ,τ
i (tj). The path integral for probability P ({η}) of observing a given trajectory η of

particles and tilts is then expressed as,

P ({η}) =
〈

L∏
i=1

N∏
j=1

δ
(
ησ

i (tj+1) − ησ
i (tj) − Jσ

i (tj)
)
δ
(
ητ

i (tj+1) − ητ
i (tj) − Jτ

i (tj)
)〉

{J}

, (B.1)

which in the integral formulation of the Dirac delta function translates to,

P ({η}) =
∫ N∏

J=1

 L∏
i=1

[
dρ̂i(tj)dm̂i(tj)e

−ρ̂i(tj)
[

ησ
i (tj+1)−ησ

i (tj)
]

−m̂i(tj)
[

ητ
i (tj+1)−ητ

i (tj)
]]

〈
L∏

i=1

[
eρ̂i(tj)Jσ

i (tj)+m̂i(tj)Jτ
i (tj)

]〉
{J}

.

(B.2)
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Here, ρ̂ and m̂ represent the conjugate fields and ⟨.⟩{Jj} is the average over all
configurations C in {J j}. Denoting f(C) = ∏L

i=1

[
eη̂σ

i (tj)Jσ
i (tj)+η̂τ

i (tj)Jτ
i (tj)

]
we get,

〈
L∏

i=1

[
eη̂σ

i (tj)Jσ
i (tj)+η̂τ

i (tj)Jτ
i (tj)

]〉
{J}

=
∑

C∈{Jj}
f(C)P (C|{ηj}), (B.3)

where, P (C|{ηj}) is the probability to observe a configuration C given by the set {ηj} at
the time tj. Eq. (B.3) can be adapted for the LH model by incorporating its local update
rules as given in Figure 2.

P ({η}) =
∫ N∏

J=1

L∏
i=1

D[ρ̂, m̂]eS , (B.4)

where,

S =
∑
i,j



ρ̂(xi, tj)
(
ησ(xi, tj + δ) − ησ(xi, tj)

)
+ m̂(xi, tj)

(
ητ (xi, tj + δ) − ητ (xi, tj)

)
+(

eρ̂(xi,tj)−ρ̂(xi+ϵ,tj) − 1
)
ησ(xi, tj)

(
1 − ησ(xi + ϵ, tj)

)(
1 − ητ (xi, tj)

)(
D + a

)
δ+(

e−ρ̂(xi,tj)+ρ̂(xi+ϵ,tj) − 1
)
ησ(xi + ϵ, tj)

(
1 − ησ(xi, tj)

)
ητ (xi, tj)

(
D + a

)
δ+(

eρ̂(xi,tj)−ρ̂(xi+ϵ,tj) − 1
)
ησ(xi, tj)

(
1 − ησ(xi + ϵ, tj)

)
ητ (xi, tj)

(
D − a

)
δ+(

e−ρ̂(xi,tj)+ρ̂(xi+ϵ,tj) − 1
)
ησ(xi + ϵ, tj)

(
1 − ησ(xi, tj)

)(
1 − ητ (xi, tj)

)(
D − a

)
δ+(

em̂(xi−ϵ,tj)−m̂(xi,tj) − 1
)
ητ (xi − ϵ, tj)

(
1 − ητ (xi, tj)

)
ησ(xi, tj)

(
D + b

)
δ+(

e−m̂(xi−ϵ,tj)+m̂(xi,tj) − 1
)(

1 − ητ (xi − ϵ, tj)
)
ητ (xi, tj)ησ(xi, tj)

(
D − b

)
δ+(

em̂(xi−ϵ,tj)−m̂(xi,tj) − 1
)
ητ (xi − ϵ, tj)

(
1 − ητ (xi, tj)

)(
1 − ησ(xi, tj)

)(
D − b′

)
δ+(

e−m̂(xi−ϵ,tj)+m̂(xi,tj) − 1
)(

1 − ητ (xi − ϵ, tj)
)
ητ (xi, tj)

(
1 − ησ(xi, tj)

)(
D + b′

)
δ


(B.5)

At this stage, we would like to transition to continuum space. To accomplish this, we will
coarse-grain the system by using boxes of length ∆ << L as,

ρ(xi, tj) = 1
∆

xi+∆∑
xi=xi

ησ(xi, tj) (B.6)

m(xi, tj) = 1
∆

x
i+ 1

2
+∆∑

xi=x
i+ 1

2

ητ (xi, tj) (B.7)

This allows us to perform a Taylor expansion up to the order of O(ϵ2) and O(δ).
Additionally, we can transition from the summation of time and space variables to
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integration, as we are interested in the limit ϵ, δ → 0. Thus, we get

S = 1
ϵ

∫ L

0

∫ T

0
S[ρ, m, ρ̂, m̂]dxdt (B.8)

Rescaling space as x → x/L and time as t → t/L2, we arrive at the final expression for
the action of the system in the diffusive limit,

S = ρ̇ρ̂ + ṁm̂ + Dρ̂xρx + Dm̂xmx + Dρ(1 − ρ)ρ̂2
x + Dm(1 − m)m̂2

x

+2αρ(1 − ρ)(1 − 2m)ρ̂x + 2m(1 − m)
(
(β + β′)ρ − β′

)
m̂x.

(B.9)

Here, α, β, β′ are the rescaled rates, i.e., α = aL, β = bL and β′ = b′L. As we are in the
continuum limit of space (ϵ → 0), we must perform a saddle-point analysis of this action
to derive the evolution equations for ρ and m. This gives us the expressions,

∂ρ

∂t
= D

∂2ρ

∂x2 + ∂

∂x

[
2αρ(1 − ρ)(1 − 2m)

]
+ ∂[2Dρ(1 − ρ)ρ̂x]

∂x
,

∂m

∂t
= D

∂2m

∂x2 + ∂

∂x

[
2m(1 − m)(ρ(β + β′) − β′)

]
+ ∂[2Dm(1 − m)m̂x]

∂x
, (B.10)

as stated in Eq. (3.15) mentioned in Section 3.
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